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Univalent Foundations for Mathematics

» Vladimir Voevodsky (2009) formulated the Univalence Axiom

(UA) in Martin-L6f Type Theory as a strong form of the
Axiom of Extensionality

> Inspired by the interpretation of type theory in homotopy
theory, where types are interpreted as homotopy types



Univalent Foundations for Mathematics

» Implies that “isomorphic” types satisfy the same statements:
A= B = P(A)= P(B)

This does not hold for set theory: {0} = {1} and 0 € {0}, but
0¢{1}.

The constructions of set theory are not invariant under
isomorphism! (“problem of equivalence”)

» UA also implies functional extensionality:

Vx A IdB(X)(f(X)ag(X)) = Idl'lx:A.B(x)(f7g)'



Univalence Axiom

» The Univalence Axiom resolves many problems of formulating
mathematics in Martin-Lof Type Theory!

» But adding axioms destroys the computational structure of
type theory! They don't follow the introduction/elimination
structure.

> It destroys canonicity! E.g., there are closed terms of type N
which don't reduce to a numeral!



Univalence Axiom

» We don't have a computational justification of the axiom via
computation rules

» Conjecture (Voevodsky): Given a term t : N using UA, we

can effectively find a term t' : N not using UA, and a proof of
ldn(t, t") which may use UA.



Gandy'’s Elimination of Extensionality

Robin Gandy (JSL 1956) interprets extensional simple type theory
into intensional simple type theory.

This is done by redefining equality essentially using the technique
of logical relations, so equality is defined by induction on types.
Extensionality is then expressed as reflexivity of this relation which
holds for any given closed term.



General ldea

» For now only non-dependent types: NJA— B,Ax B: U if
A B:U.
» On top of that we add propositions:

L, T,lda(a0, a1), C = D, C A D,3A(AXB), VA(AxB) : Q

whenever C,D : Q, A: U, and B: Q [x:A].



General |dea, cont.

» Ida(ao, a1) is defined by induction on the type A : U. For the
functions Ida_,5(f, g) is defined as

Vx,y : A(IdA(X,y) = IdB(fx,gy)).
» We force the equality to be reflexive:

Mr-t: A
et 1da(t, t)




General |dea, cont.

» Additionally:
M=p:lda AFt:A:U
M= tp:Ida(tpo, tp1)
where p 1= [x1 = (a1, b1, c1), ..., xn = (@n, bn, Cn)],
po:=(x1=a1,...,xn = an),

p1:=(x1=b1,...,xn = bp)

are explicit substitutions such that I' - ¢; : Id(a;, b;).



General |dea, cont.

» Add computation rules for t' and tp, e.g.,

(rs)) — r'sss’
(Ax.t)pabc — t[p,x = (a, b, c)]



Main Result

This system is confluent, normalizing, and satisfies canonicity. In
particular: F t : IN(AxB) implies t[] —* (n, r) with a numeral n
and Fr: B(x = n).



Example

Let
F:(N—N)—N F:=Xh.hl1+ h2
f:N—=N f = Ax.x
g:N—>N g = .0+ x.

We have a closed proof p : ldy_n(f,g). Then:
F':Vf,g: N(IdN_>N(f,g) = ldn(Ff, Fg))
so
F'fgp:ldn(1+2,(0+1)+(0+2))

We want F' f g p to compute to a proof without - !



More Details: Syntax

O:=U|Q

xt=xy | xa (sorted variables)
ros,t,ABu=x|rs|Axt|to|tp|t' |CE|CE

o:=()](o,x=1)

pi= 1o x = (1,5, 0)



Constants

Ci=N|x|=
| LI TIA|=3|V]Id
| *
| O| S | natrec | natind
| (+,-) | exelim | (-,-) | m;
| efq | () | unitelim
C:=015 | natrec | 7| (")



Typing: o-substitutions

The o-substitutions are context morphisms:

M- lFo:A THt:Ao AFA:Q
Fr=():o MN=(o,x=1t):(A,x:A)

lFo:A THt:A AFA:U
Ne(o,x=1t): (A, x:A)

N~-c: A AFt:A:U l~0c: A AFt:A:Q

lFto: A N+ to: Ao



Typing: p-substitutions

The p-substitutions carry equality proofs:

M= FEp:ilda TEc:lda(ag,a1) AFA:U

I+ [] . |d<> M+ [p,X = (ao,al,c)] . IdA,x:A

Fhlda Tha:Ap AFA:Q
[+ [p,x = (a0, a1, *)] : lda x:a

lFp:lda AFt:A:U
rl—tpildA(tpo,tpl)

with []; := () and [p, x = (a0, a1, ¢)]; := (pi, x = a;).



> Reflexivity: Fr-t:A:U

[t 1da(t, t)



Reduction

x(o,x =5) —s
x(o,y =s) — xo
(rs)o — roso
(Ct)o — Cto
(tog)or — t(ogo1)

where (x1 = t1,...,Xp = tp)o := (x1 = t10,...,Xp = ty0)

(Axt)os — t(o,x = 5)



Reduction, cont.

Define sort(t) € {U,Q} such that 't : A: O implies
sort(t) = [.
For sort(t) = Q:

tp — *
t — x
*S — %
xp — %
* — %



Reduction, cont.

X[p7X = (307317C)] —C

X[,O,y = (ao,al,c)] — Xp
(rs)p — rpspospisp
(rs) — r'sss’

t'o —s to’
where () :=[] and (o,x = t) :=[0/,x = (¢, t,t')]

(Axt)pag a1 ¢ — t[p,x = (ao, a1, ¢)]



Reduction, cont.

(Ct)p — Ctp where (,t)p := tp, tpo, tp1, tp
(CY) — Ct' where (£,t) =1ttt

(tp)o — t(po)

(to)p — t(op)

where

[...,x=1(a0,a1,¢),...]J0 :=[...,x =(ag0, a10, co),...],

(....,x=t,...)p:=1[..,x=(tpo, tp1, tp),...].



Reduction, cont.

Allow reduction anywhere in a term, except under a A (no &-rule).



Confluence

» The parallel reduction technique is not directly applicable

» Use a technique by Curien, Hardin, and Lévy (1991): divide
— into a substitution part — (strongly normalizing and
confluent) and — 3. Define — 3, C—* on —,-normal
forms such that:

t—pgr = nfs(t) —3, nfs(r).

Then the confluence of — follows from the confluence of
HIB

W



Normalization

» Define computability predicates:

Al (A is a computable type)
alFA given a proof of A |

» Relativize in A — B, VAB, and JAB to alF A with
a' Ik lda(a, a), e.g.,

f introduced Valr A(d' IF1da(a,a) = fal- Ba)

fIFVAB



Normalization, cont.

Theorem

1L.TFA:Q & o IFldr = Ao |,

NEt:A:U & plEldr = tpilFA & tpl-Ida(tpo, tp1),
Frt:A:Q & o'lFldr = Ao | & tolF Ao,

Nl-o:A & plkldr = op - Ida,

NEp:lda & o' IFldr = po IF Ida.

AR



Related and Future Work

» Setoid model (Hofmann; Altenkirch LICS 99)
» Observational Type Theory (Altenkirch, McBride, Swiestra)
» Internalized Parametricity (Bernardy, Moulin)

» Add Ida(p, q) as p < g, and allow arrow types like A — Q to
get proper substitutivity.

» Dependent types!
» Allow repeated applications of p and .
» Do we get a system where the Univalence Axiom is provable?



Thank you!
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